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REINFORCEMENT CONTINGENCIES
AS DISCRIMINATIVE STIMULI:

II. EFFECTS OF CHANGES IN STIMULUS PROBABILITY
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Three pigeons were trained on a matching procedure involving a sample component and
a choice component. Responding in the sample component, according to either a differen-
tial-reinforcement-of-low-rate schedule on some trials or a differential-reinforcement-of-
other-behavior schedule on other trials, produced access to the choice component in which
each of two keys was illuminated with a unique color. The correct choice response was
defined by the contingency that was met to produce the choice. The food hopper operated
for 1.5 seconds following an appropriate sample response and for 3 seconds following a
correct choice response. A signal-detection analysis showed that variations in the proba-
bility of presentation of the different contingencies systematically affected response bias
but not sensitivity to the contingencies as stimuli. Substitution of a blackout for food at
the end of the sample component did not differentially affect performance, but elimination
of the delay between sample and choice components generally increased the sensitivity
measure. The findings suggest a role for reinforcement contingency discrimination in sched-
ule-controlled responding.
Key words: discrimination, matching procedure, signal detection, stimulus probability,

response bias, mixed schedule, key peck, pigeons

Reinforcement contingencies have been
found to exert discriminative control over be-
havior. Rilling and McDiarmid (1965), Plis-
koff and Goldiamond (1966), and Hobson
(1975) used psychophysical choice techniques
based on the matching-to-sample procedure
described by Skinner (1950) to demonstrate
the discrimination of different values of fixed-
ratio (FR) schedules by pigeons. Components
of reinforcement contingencies other than re-
sponse number also can be discriminated. The
passage of time, different frequencies of rein-
forcement, and different response-reinforcer
relationships have been shown to control
choice responses in conditional discrimination
experiments (e.g., Commons, 1973; Lattal,
1975; Stubbs, 1976).

Signal-detection theory (Green and Swets,
1966) provides a useful model for analyzing
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the discriminative properties of a variety of
events with animals, induding reinforcement
contingencies. Signal-detection theory assumes
that discrimination performance is determined
jointly by variables that affect the discrimi-
nability of, or sensitivity to, the stimulus and
those that affect the subject's criterion, or re-
sponse bias, for reporting the presence of a
stimulus. Discriminability is affected by such
variables as the physical parameters of the
stimulus and level of background noise, and
response bias is affected by such variables as
the probability of presentation of each of the
possible stimuli and relative reinforcement
frequency of the available responses. Receiver-
operating-characteristic (ROC), or isosensitiv-
ity curves yield data that can be analyzed to
isolate the effects of such variables on response
bias and discriminability. A number of studies
have shown these two processes to be indepen-
dent of one another. For example, Rilling and
McDiarmid (1965) found relatively constant
response bias and systematic changes in dis-
criminability as a function of changes in the
magnitude of the difference between two FR
requirements. In other experiments, the re-
inforcement rate for the choice alternatives
(Nevin, 1970; Stubbs, 1976) and the probabil-
ity of stimulus presentation on a trial (Els.
more, 1972) affected response bias but not the

15

1979, 31., 15-22 NUMBER I (JANUARY)



KENNON A. LATTAL

discriminability of visual and temporal stim-
uli.
The present experiment used signal-detec-

tion procedures and measures of bias and sen-
sitivity to assess the effects on choice of changes
in the probability of occurrence of two differ-
ent reinforcement contingencies: reinforce-
ment produced by pecking a response key and
by not pecking the key. Of particular interest
was the relation of the present discrimination
performance to behavior controlled by con-
current schedules that arrange response-de-
pendent reinforcement and response-delayed
reinforcement.

METHOD

Subjects
Three White Carneaux pigeons, previously

trained on variable-interval schedules of re-
inforcement, were maintained at 80% of their
free-feeding weights.

Apparatus
Three translucent plastic response keys and

a grain magazine were located on one wall of
an operant conditioning chamber with a work
area of 31.0 by 32.0 by 39.5 cm. The keys were
located horizontally 9.0 cm apart and 25.5 cm
from the floor of the chamber. Each could be
operated by a force of approximately 0.14 N.
The center key was transilluminated by a
yellow stimulus light and the other two keys
by red or green stimulus lights. The food

magazine, located behind an aperture 14.0 cm
below the center key, provided access to mixed
grain when illuminated. General chamber il-
lumination was provided by a 7-W bulb. A
ventilating fan and white noise masked ex-
traneous noise. Standard electromechanical
programming equipment controlled the ex-
periment from an adjacent room.

Procedure
After each bird was trained to peck all

three response keys, a conditional discrimina-
tion procedure was introduced. Figure 1 shows
the five steps in each trial of the procedure.
As illustrated in the far-left panel, a trial be-
gan with the center key illuminated by a yel-
low light and the side keys dark. During this
sample component, one of two schedules for
pecking the yellow center key was in effect.
On some trials, a 1.5-sec period of grain pre-
sentation was dependent on the absence of key
pecking for 10 sec (differential-reinforcement-
of-other-behavior (DRO) 10-sec schedule). On
other trials, the grain presentation was de-
pendent on the occurrence of a single key peck
on the center key after a 10-sec period in which
pecking did not occur (differential-reinforce-
ment-of-low-rates (DRL) 10-sec schedule). The
yellow light remained illuminated until the
appropriate response requirement was met.
Thus, a mixed DRL 10-sec DRO 10-sec sched-
ule was in effect in the sample component. At
all times other than during the sample com-
ponent, the center key was dark.

SAMPLE

MIX DRLDRO
P(DRL): X

P(DRO): iX

1.5 sec FOOD
or

1.5sec B.O.
or

skip

CHOICE

DRL: RED
DRO GREEN

0*h

3 sec FOOD
_0 _ . _ _

A3.e O
3 sec B.O.

Fig. 1. Schematic diagram of a trial. The sequence of events proceeds from left to right.

Al
15 sec I.T.I.
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After the response in the sample component
was reinforced (second panel), the choice com-
ponent was introduced by simultaneously il-
luminating the two side keys (third panel).
Red and green stimulus lights, presented on
the left and right choice keys, randomly al-
ternated on different choice trials. The fourth
panel in Figure 1 shows the consequences of
the choice responses. If the DRL 10-sec sched-
ule had been in effect in the preceding sample
component, a response on the red side key
extinguished both keylights and produced 3
sec access to grain. If the DRO 10-sec require-
ment had been in effect in the preceding sam-
ple component, a response on the green key
extinguished both lights and produced 3 sec
access to grain. Responses on the incorrect
choice keys produced a 3-sec blackout (abbrevi-
ated "B.O." in the figure). A 15-sec blackout
preceded initiation of the sample component
for the next trial.
The DRL and DRO schedules were se-

quenced randomly in the sample component
and the sequence was changed at irregular in-
tervals during the experiment. A correction
procedure was used in the choice component so
that incorrect responses resulted in repetition
of the same schedule in the sample component
until a correct choice response occurred. Pecks
on dark keys had no effect and rarely occurred.
Each daily session was terminated after 80 cor-
rect choice responses.
The effects of different probabilities of

DRL and DRO schedules in the sample com-

Table 1

Sequence of experimental conditions and numbers of
sessions at each condition.

Condition
Delay

Interval and
Event between

PofDRL Sample and Number of Sessions
in Sample Choice Bird Bird Bird
Component Component 120 212 555

1. 0.50 1.5 sec Food 32 33 26
2. 0.75 1.5 sec Food 15 15 15
3. 0.25 1.5sec Food 18 17 15
4. 0.00 1.5 sec Food 5 6 6
5. 1.00 1.5 sec Food 6 5 5
6. 0.07 1.5 sec Food 15 15 15
7. 0.93 1.5 sec Food 24 25 21
8. 0.50 1.5 sec Food 16 16 16
9. 0.50 Osec - 30 19 29

10. 0.50 1.5 sec Blackout 10 - 6

ponent on changes in response bias and sensi-
tivity were examined. The sequence is shown
in Table 1. Changes in conditions were made
when the session-to-session pattern of choice
responses did not vary systematically for at
least five sessions. The last two conditions of
the experiment were suggested by the finding
of Lattal (1975) that the likelihood of correct
choice responses was related to the duration
of a blackout period between the sample and
choice components. In Condition 9, com-
pletion of the schedule in the sample compo-
nent resulted in immediate presentation of
the choice component (labelled "skip" in Fig-
ure 1). In Condition 10, a 1.5-sec blackout
period was substituted for the 1.5-sec access to
grain at the end of the sample component.

RESULTS

Following signal-detection terminology (cf.
Rilling and McDiarmid, 1965), the DRL, or
peck, contingency in the sample component
is labelled a "signal" and the DRO, or pause,
contingency in the component is labelled
"noise". A peck on the red key in the choice
component was a "hit" if the preceding sample
component contained the signal (DRL), and a
"false alarm" if the preceding sample compo-
nent contained the noise (DRO).

Figure 2 shows ROC curves for each of the
three subjects. Each data point is the average
of the last 400 trials (five sessions) at each con-
dition. Functions based on the last five in-
dividual sessions were similar to those based on
the means of those sessions, but somewhat
more variable. Data from the correction trials
were not included in the analysis. Displace-
ment of the data points from the positive diag-
onal (solid line) and the negative diagonal
(dashed line) respectively provide indices of
sensitivity and response bias. Increasingly
greater displacement of data points from the
negative diagonal indicates greater control of
the choice response by the likelihood of rein-
forcement of either alternative. From left to
right for each bird, the filled, connected data
points in the figure indicate the probability of
a DRL contingency in the sample component
of 0.07, 0.25, 0.50, 0.75, and 0.93. Thus, as
the likelihood of the DRL contingency in the
sample component increased, the likelihood of
both hits and false alarms increased.
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Fig. 2. Isosensitivity (ROC) curves for each subject. Data points represent the probability of a peck on the

DRL choice key (red key) given a DRL or a DRO contingency in the sample component (hits and false alarms,
respectively) during each condition. All points are the mean of the last five sessions at each condition.

The second exposure to the condition in
which p(DRL in the sample component) =
0.50 is shown in Figure 2 by the solid, uncon-
nected circles. For Birds 120 and 212, discrim-
ination performance improved from the first
to the second exposure to the p(DRL) = 0.50
condition. Virtually no incorrect choice re-
sponses were made during the p(DRL) = 1.00
and p(DRL) = 0.00 conditions. Substitution
of the 1.5-sec blackout (open circles) for the
1.5-sec access to food between the sample and
choice components did not systematically af-
fect the performance of either Bird 120 or
Bird 555, suggesting that the nature of the
intervening event was not crucial in determin-
ing choice. Omission of the delay between sam-
ple and choice components (triangles) gener-
ally increased sensitivity, as indicated by the
displacement of the data points from the posi-
tive diagonal (cf. Lattal, 1975).

Figure 3 summarizes analyses of several vari-
ables that may have contributed to discrimina-

tive performance. Both the passage of time and
number of responses (or response rate) can
serve as discriminative stimuli and could have
affected the present performance (cf. Elsmore,
1972; Rilling and McDiarmid, 1965). In gen-
eral, the mean number of nonreinforced re-
sponses, response rates, and component dura-
tions per sample component were somewhat
greater when the DRL contingency was in the
sample component. However, exceptions to
these generalizations occurred in several in-
stances without consistently affecting choice
performance. Consistent side preferences did
not occur, presumably because of the correc-
tion procedure.
The top two rows of Figure 4 show two

standard measures of discriminability or sensi-
tivity, d' and A', derived from the ROC data
shown in Figure 2. The parametric index d'
was computed from Swets' (1964) tables,
whereas A' is a nonparametric index computed
from Grier's (1971) formulas. There is no con-

18



REINFORCEMENT CONTINGENCY DISCRIMINATION

'nI 'IIIv LLL

r Lf.rimIi[1iJ1Id
555

LI[hrirr[u

I-
m m

[br[LUn
.61 .25 SIA .51 .75 .93 6 I.0. .67I2s S.0 its .15 .03 6 .Al .25 .56A .5H 1S i3 S L6.

COIITMI
Fig. 3. Mean sample component duration, mean number of nonreinforced responses per sample component, and

mean response rate (nonreinforced responses/component duration) for each bird during the last five sessions of
each condition for each subject. Conditions 0.50A and 0.50B refer to the first and second exposure to the
p(DRL) = 0.50 with 1.5 sec access to food between sample and choice components. Except for the zero-delay
condition (0) and the blackout (B.O.) condition, there was a 1.5-sec access to food between the sample and choice
components at each p(DRL) condition. Data from the p(DRL) = 0.00 and p(DRL) = 1.00 are not included.

sensus among researchers concerning which in-
dex is more appropriate for describing data
such as those resported here; both are pre-
sented to illustrate that the effects on sensi-
tivity were the same regardless of the index
used. According to Green and Swets (1966),
nonparametric analyses of ROC data should
be used when there is, "little, if any, basis for
expecting a particular kind of ROC curve"
(p. 345). Nevin (personal communication) sug-
gested that d' permits the possibility of identi-
fying behavioral variables correlated with
asymmetries around the negative diagonal of
the types observed with Birds 555 and 212.
Figure 4 also shows the mean values for all
three birds of d' and A' [the p(DRL) = 0.00
and p(DRL) = 1.00 conditions were excluded
from this analysis], a conventional way of
summarizing the results of signal-detection
analysis. Although the means were relatively
constant across the different probabilities of
signal presentation, there was considerable

variability from subject to subject. In the case
of Bird 555, both measures of sensitivity
tended to decrease with increased signal prob-
ability, whereas for Bird 212, the sensitivity
measures increased somewhat as the proba-
bility of a signal increased. In all three sub-
jects, the discriminability of the two contin-
gencies increased during the second exposure
to the p(DRL) = 0.50 condition and during
the zero-delay condition (Condition 9).
The third row of Figure 4 shows the extent

of response bias as measured by the index, B"
(Grier, 1970). The greater the deviation of B"
from zero, the greater the proportion of choice
responses directed toward one of the two keys,
with negative values indicating greater choice
for the red (DRL) key and positive values,
greater choice for the green (DRO) key. It is
apparent that bias toward one or the other of
the two keys varied systematically as a function
of changes in the relative frequency of a sig-
nal being presented on a given trial.
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Fig. 4. The indices d', A' and B" as a function of the probability of a DRL contingency during the sample com-

ponent for each bird. All points are the mean of the last five sessions at each condition. Blackout data points
(open circles) overlap with data points from the 1.5-sec food access condition (filled circles) during the p(DRL) =
0.50 in the A' graphs of Birds 120, in the B" graphs for Birds 120 and 555, and the mean graph of B". Filled un-
connected circles represent the second exposure to the p(DRL) = 0.50 with a 1.5-sec food access between sample
and choice components.

DISCUSSION
These results illustrate the applicability of

signal-detection procedures to the analysis of
the discriminative properties of response-rein-
forcer relations. The ROC curves in Figure 2
resemble those reported for psychophysical
judgements of other types of stimuli. For ex-

ample, similar ROC curves are obtained when
lights of differing intensities or stimuli of dif-
fering durations are used in the sample com-

ponent of conditional discrimination proce-
dures (Elsmore, 1972; Nevin, 1970; Stubbs,
1976). Other methods of manipulating re-

sponse bias, such as through changes in the
probability of reinforcement of the choice re-
sponses (Nevin, 1970; Stubbs, 1976), also gen-
erate curves similar in form to those obtained
in this experiment.

The data in Figure 4 elaborate these find-
ings by showing that changes in probability of
a DRL trial for the two alternatives produced
systematic changes in response bias. However,
corresponding systematic changes in sensitivity
did not occur. One subject, Bird 120, showed
constant sensitivity across all manipulations,
and one each showed progressive increases and
decreases as the probability of a DRL trial in
the sample component increased.
The variability in d' and A' that occurred

with Birds 555 and 212 could reflect some real
differences in sensitivity to the two contin-
gencies. However, since the changes in sensi-
tivity were not systematic across the birds, it
seems more likely that the measures were af-
fected by idiosyncratic variables generated by
the interaction between behavior and the
schedules programmed in the sample compo-
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nent of the sort discussed by Zeiler (1977).
Figure 3 shows how three outcomes of these
interactions (component duration, responses
per trial, and response rate) changed across
the different conditions. The data in Figure 3
do not show systematic differences in the per-
formance of Birds 212 and 555 that would ac-
count for the sensitivity differences. Thus, the
cause of these differences seems to lie in other,
unmeasured indirect variables or in complex
interactions between the reported variables.
The basis for the increased sensitivity be-

tween the first and second p(DRL) = 0.50
condition also is difficult to specify. A general
training effect due to repeated exposure to
the discrimination task may be excluded be-
cause of the decreases in sensitivity for Birds
120 and 555 during the 1.5-sec blackout con-
dition (Condition 10 in Table 1). Another se-
quence variable may be implicated, however.
The condition in which p(DRL) = 0.93 always
preceded the p(DRL) = 0.50 condition. During
the former condition, both hits and false
alarms were frequent, and introduction of
the latter condition proportionally reduced the
false alarm rate much more than the hit rate.
Thus, the differences between the first and
second p(DRL) = 0.50 conditions may reflect
residual training effects of the frequent pre-
sentation of the DRL contingency in the sam-
ple component in the p(DRL) = 0.93 condi-
tion.
The direct action of reinforcement contin-

gencies in strengthening operant responses is
given primary consideration in the experi-
mental analysis of behavior. However, the
present results show that different contingen-
cies of reinforcement can also exert discrimina-
tive control over behavior. The discriminative
and response-strengthening effects of different
reinforcement contingencies parallel the view
of signal-detection theory that response occur-
rence is a joint function of the likelihood of
reinforcement (payoff) and the discriminabil-
ity of the stimuli. In schedules in which key
pecking and pausing (i.e., non-key pecking) are
reinforced concurrently (e.g., Rachlin and
Baum, 1972; Zeiler, 1976), the rate of key
pecking covaries with its relative frequency of
reinforcement. This type of concurrent sched-
ule may be compared to a yes-no signal detec-
tion task in which a key-peck response is equiv-
alent to a report that a reinforcer is likely to
be peck dependent, and a pause in responding

in equivalent to a report that a reinforcer is
likely to be pause dependent. As the relative fre-
quency of reinforcement of the different re-
sponses changes, it is possible that the discrim-
inability of the different response-reinforcer
relations also changes. For example, when the
frequency of reinforcement of pecking is high,
the rate of pecking may be relatively rapid, in
part because the organism fails to discriminate
those occasions when pausing is reinforced.
However, the present data suggest that this
is not necessarily the case, since the discrimina-
bility of pecking and pausing did not change
systematically across a wide range of response
biasing values. Thus, response rate changes
when pecking and pausing are reinforced con-
currently are more likely related to changes in
resporise bias variables, such as reinforcement
frequency, than to consistent changes in the
discrimination of the different contingencies
as their relative frequency changes.

In addition to the response-reinforcer rela-
tions studied in this experiment, other varia-
bles are associated with reinforcement contin-
gencies that might affect schedule performance
through their discriminative properties. The
present analysis suggests that accounts of sched-
ule-controlled behavior should consider both
discriminative and biasing effects of the vari-
ous contingencies that control operant re-
sponding.
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